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Introduction & scope

AI techniques can be inscrutable
• We don’t know “why?”…

Lots of active research into XAI
• Explainable Artificial Intelligence (XAI)
• Multi-modality data and explanation

We have developed a conceptual model
• To underpin explanations
• For human and machine processing

A conversational interface
• To explore explanations

Worked examples and an everyday scenario



Background

Scenario and dataset
• Real-time London CCTV imagery
• Coalition context & edge processing
• Many derivative datasets possible

Explanation-oriented architecture (XOA)
• Rapid ensemble services
• Trust and confidence

Explanation types
• Transparent, post-hoc
• Multiple modalities

Conversation and roles
• We treat explanation as a conversation
• User role and task context are key
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• Detect or infer traffic congestion
• Congestion & explanation services and flows
• Information fusion from multi-modal data 

sources
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Conversations for Explanation

Explanation takes the form of a conversation

• Can be in many forms

• Focus on the abstract space

• Text-chat format

• Embedded additional
modalities

Conceptual model defines key concepts and relationships

• Ontology, but for machine and human processing

• Key explanation-related concepts in “core” model



Conversations for Explanation

Additional models easily 
integrated

• To define the context for 
the explanations

• Role, task, services, etc

The ad-hoc and real-time
operational environment 
require agile context 
modelling.
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Related work

• Insight from Social Sciences
Miller, T. (2017). Explanation in artificial intelligence: insights from the social sciences. 
arXiv preprint arXiv:1706.07269.

• A grammar for the development of conversational explanations?
Olah, C., Satyanarayan, A., Johnson, I., Carter, S., Schubert, L., Ye, K., & Mordvintsev, 
A. (2018). The building blocks of interpretability. Distill, 3(3), e10.

• Affordances – the strengths of human and machine agents
Crouser, R. J., & Chang, R. (2012). An affordance-based framework for human 
computation and human-computer collaboration. IEEE Transactions on Visualization and 
Computer Graphics, 18(12), 2859-2868.

• Human-Computer Collaboration to drive our conversational principles
L. Terveen, “Overview of human-computer collaboration,” Knowledge Based Systems, 
vol. 8(2), pp. 67–81, 1995.



Conclusion & Future work

• Conversational interface
• To explore explanations
• Human/machine hybrid system

• Explanations for AI services
• Multi-modal data and explanations
• Rapidly assembled ensembles
• Coalition context

• Conceptual model to underpin our approach

• Real-world scenario with 3 examples

• More interaction with Subject Matter Experts

• Experimental design and execution
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